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Overview

Abstracts submitted: 8843
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Overview

Accepted: 1591 (20.56%)
§ 454 oral presentation papers (20 minute)
§ 1137 poster papers (2 minute)
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Invited Talk

Hinton, Bengio, and Lecun
Current challenges of deep learning
§ Hinton – Invariance à Equivariance
§ Bengio – Low-level à High level cognition
§ Lecun – Labelling data costs a lot à Self-supervised learning
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Invited Talk- Hinton

New version of Capsule Network?

Translational invariance and equivariance
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Invited Talk- Hinton

Typical Convolution Neural Network
§ Max pooling leads to translation invariance

§ Max pooling leads to lose spatial hierarchy in the features.
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Invited Talk- Hinton

Capsule Network – equivariance
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Typical CNN Capsule Network

Basic Unit Neuron(scalar) Capsule(vector)



Invited Talk – Yann Lecun
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Deep supervised learning works well for perception
§ When labeled data is abundant 
§ Problem: Producing a dataset with clean labels is expensive



Invited Talk – Yann Lecun
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How do humans and animals learn?
§ Observation
§ Prediction



Invited Talk – Yann Lecun
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How do humans and animals learn?



Invited Talk – Yann Lecun
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Self-supervised learning
§ Training data is autonomously labelled
§ It is still supervised-learning
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Invited Talk – Yann Lecun
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Self-supervised learning example
§ Unsupervised representation learning by prediction image rotations
§ RotNet, 2018, ICLR



Invited Talk – Yann Lecun
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Self-supervised learning
§ Future: It may be possible to predict paths of other agents



Featured paper 1 - DEU
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Title: Differential Equation Units: Learning Functional Forms of
Activation Functions from Data

Problem: Functional form of the activation function is fixed
regardless of dataset

Contribution: It enables each neuron to learn a particular
nonlinear activation function.



Featured paper 1 - DEU
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Featured paper 1 - DEU

16

Main idea:
§ Solution of ODE w.r.t (a,b,c,c1,c2) parameters 



Featured paper 1 - DEU
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Result



Featured paper 1 - DEU
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Result



Featured paper 2 – Fusion strategy
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Title: Infrared-Visible Cross-Modal Person Re-Identification with
an X Modality

Problem: Significant gap between the RGB and infrared images.

Contribution: Introducing an auxiliary X modality to reduce the 
gap



Featured paper 2 – Fusion strategy
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Result
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Featured paper 2 – Fusion strategy
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Loss = CMG(Cross Modality Gap) + MRG(Modality Respective
Gap)

§ CMG:

§ MRG: similar to typical cross entropy loss

D: Euclidean distance
y: target
I: Infrared
X: X-modality
V: Visibility
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Featured paper 2 – Fusion strategy
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Result



Thank you for your attention
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