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Toyota Smarthome: Real-World Activities of Daily Living
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Das, S., Dai, R., Koperski, M., Minciullo, L., Garattoni, L., Bremond, F., & Francesca, G. Toyota Smarthome: 
Real-World Activities of Daily Living.

https://project.inria.fr/toyotasmarthome/

https://project.inria.fr/toyotasmarthome/


www.driveandact.com
83 manually annotated hierarchical activity labels:
 Level 1: Long running tasks (12)
 Level 2: Semantic actions (34)
 Level 3: Object Interaction tripplets [action|object|location] (6|17|14)

Drive&Act: A Multi-Modal Dataset for Fine-Grained Driver 
Behavior Recognition in Autonomous Vehicles
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Martin, M., Roitberg, A., Haurilet, M., Horne, M., Reiß, S., Voit, M., & Stiefelhagen, R. Drive&Act: 
A Multi-modal Dataset for Fine-grained Driver Behavior Recognition in Autonomous Vehicles.

12h video data in 29 long 
sequences (9.6 M frames)
Calibrated multi view 
camera system with 5 
views
Multi modal videos: NIR, 
Depth and Color data
Markerless motion 
capture: 3D Body Pose 
and Head Pose
Model of the static 
interior of the car

http://www.driveandact.com/


Drive&Act: A Multi-Modal Dataset for Fine-Grained Driver 
Behavior Recognition in Autonomous Vehicles
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Martin, M., Roitberg, A., Haurilet, M., Horne, M., Reiß, S., Voit, M., & Stiefelhagen, R. Drive&Act: A Multi-modal 
Dataset for Fine-grained Driver Behavior Recognition in Autonomous Vehicles.



End-to-End Learning of Representations for 
Asynchronous Event-Based Data
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Gehrig, D., Loquercio, A., Derpanis, K. G., & Scaramuzza, D. (2019). End-to-End Learning of Representations 
for Asynchronous Event-Based Data. arXiv preprint arXiv:1904.08245.

https://github.com/uzh-rpg/rpg_event_representation_learning






Exploring Randomly Wired Neural Networks for Image 
Recognition
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What we call deep learning today descends from the connectionist
approach to cognitive science.
However, like the wiring patterns in ResNet, DenseNet, the NAS 
network generator is hand designed and the space of allowed 
wiring patterns is constrained in a small subset of all possible 
graphs. 
What happens if we loosen this constraint and design novel 
network generators?
 Design a Network Generator not an Individual Network! (main topic)
 Relation to Neuroscience

• Turing analogized the unorganized machines to an infant human’s 
cortex.

• “At birth, the construction of the most important networks is largely 
random.”

Xie, S., Kirillov, A., Girshick, R., and He, K. (2019). Exploring randomly wired neural networks for image 
recognition. arXiv preprint arXiv:1904.01569.



Exploring Randomly Wired Neural Networks for Image 
Recognition
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By using three Random graph model 
(ER, BA, WS), randomly wired neural 
networks are generated.

Exploring new generator designs may 
yield new, powerful networks designs.

Xie, S., Kirillov, A., Girshick, R., and He, K. (2019). Exploring randomly wired neural networks for image 
recognition. arXiv preprint arXiv:1904.01569.



7,500 attendees (more than 3,000 attendees from Korea)

Appendix
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https://github.com/hoya012/ICCV-2019-Paper-Statistics



Thank you 
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